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Abstract. Existing methods for tracking three-dimensional (3-D) eye positions with a monocular color camera
mostly rely on a generic 3-D face model and a certain face database. However, the performance of these meth-
ods is susceptible to the variations of head poses. For this reason, existing methods for estimating 3-D eye
position from a single two-dimensional face image may yield erroneous results. To improve the accuracy of
3-D eye position trackers using a monocular camera, we present a compensation method as a postprocessing
technique. We address the problem of determining an optimal registration function for fitting 3-D data consisting
of the inaccurate estimates from the eye position tracker and their corresponding ground truths. To obtain the
ground truths of 3-D eye positions, we propose two different systems by combining an optical motion capture
system and checkerboards, which construct the form of the hand-eye and robot-world calibration. By solving
a least-squares optimization problem, we can determine the optimal registration function in an affine form. Real
experiments demonstrate that the proposed method can considerably improve the accuracy of 3-D eye position
trackers using a single color camera. © 2017 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.56.4.043105]
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1 Introduction
Autostereoscopic display systems can provide three-dimen-
sional (3-D) images for viewers without requiring any
special glasses.1–3 In such systems, the information about
viewers’ 3-D eye positions relative to the display screen
can provide a useful clue to reduce crosstalk and extend
viewing zones.4–6 In this regard, the information of viewers’
3-D eye positions can be an important ingredient for realistic
autostereoscopic visualization.

In theory, 3-D eye positions can be easily obtained by
using stereo triangulation if two calibrated cameras are avail-
able and a pair of salient two-dimensional (2-D) feature
points corresponding to the eye can be correctly detected
by some methods.7,8 From epipolar geometry, the physical
length of the baseline–the line connecting two camera cen-
ters–can give useful information about the absolute scale of
the observed environment. For this reason, a dedicated cam-
era system consisting of a stereo high-resolution camera and
some active infrared (IR) illumination devices is commonly
used to track 3-D positions of pupils and estimate gaze
directions.8,9 However, when considering that eye tracking
sensors–typically cameras–are usually attached to display
devices, the camera systems under active IR illumination
are not suitable for some autostereoscopic display systems
with large viewing distances between the display screen
and viewers. This is because the working volume of the cam-
era systems with active IR illumination devices for tracking
small-sized pupils are mostly small. To resolve the issue of
the small working volume inherent in these types of systems
employing the camera and active IR illumination devices,
some researchers use several additional devices such as

a zoom-lens camera10 or a pan-tilt unit11 in order to track
remote pupils.

Rather than directly tracking small-sized pupils by using
high-resolution cameras with active IR illumination devices,
there exist other methods for estimating 3-D eye positions
by tracking boundary feature points of the eyes including
eye corners with a monocular low-resolution color camera.
However, when using a single low-resolution color camera,
2-D feature points around the eyes can be erroneously
detected by feature extraction algorithms owing to illumina-
tion changes, cluttered background images, or nonfrontal
head poses relative to the cameras. Moreover, without
reasonable assumptions and constraints, it is an ill-posed
problem to obtain 3-D eye positions on the absolute
scale by using only a monocular color camera.12 Common
approaches for resolving the issue of inferring the absolute
scale of 3-D facial features by using a single 2-D facial image
are data-driven, learning-based, and dependent on deform-
able 3-D face models.13–15 In these approaches, the accuracy
of the estimated 3-D eye positions from a single 2-D face
image is susceptible to the variations of head poses related
to the employed 3-D face models and face databases.16

Although there are numerous methods16,17 for constructing
sophisticated 3-D face models using a single camera, there
exists almost no face database consisting of monocular 2-D
face images annotated by the metric information about the
corresponding ground truths of 3-D eye positions. For this
reason, existing methods for estimating 3-D eye positions
on the absolute scale from monocular 2-D images may
yield erroneous results. To improve the accuracy of eye
trackers using a single color camera, some compensation
methods are required.
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In this paper, we propose a systematic compensation
method for improving the accuracy of 3-D eye position
trackers using a “monocular” low-resolution color camera
by determining an optimal registration function for data
fitting. To our knowledge, the problem of improving the
accuracy of eye trackers using a monocular camera as a post-
processing technique is first addressed in this paper. The
problem of improving the accuracy of an eye position tracker
can be viewed as the problem of fitting two sets of 3-D point
data consisting of the inaccurate 3-D eye position estimates
from the eye tracker with a single camera and the ground
truths of the corresponding 3-D eye positions. To perform
3-D data fitting, we first need to find the ground truths of
3-D eye positions and then determine a registration function
that maps the 3-D eye position estimate onto the ground truth
of the corresponding 3-D eye position.

To obtain the ground truths of 3-D eye positions with a
single color camera, we propose two different types of
systems as shown in Figs. 1(a) and 1(b), which combine an
optical motion capture (mocap) system and checkerboards.
From these setups, we can construct the system as the
form of the hand-eye and robot-world calibration18–20 to
obtain the ground truths of 3-D eye positions. As shown
in Fig. 1(a), several reflective markers around an eye are
attached and a hat can be rigidly combined with a checker-
board on the head. Since the optical mocap system with
multiple infrared cameras is generally expensive, we devise
a relatively inexpensive apparatus as an alternative device to
obtain the ground truths of eye positions by using an addi-
tional camera and checkerboards [see Fig. 1(b)].

After obtaining the ground truths of 3-D eye positions by
composing the systems as in Fig. 1 and using the algorithm
for the hand-eye and robot-world calibration, the next task is
to find a registration function, which fits the inaccurate 3-D
eye position estimates into the ground truth of 3-D eye posi-
tions. To confine the solution space and reduce overfitting
side-effects, we assume that the registration function for fit-
ting 3-D data has the form of an affine function, which can
be derived from the first-order approximation. By solving a
least-squares optimization problem, we can determine the
optimal affine function in an analytic form. Determination
of the registration function can be regarded as the offline
process for parameter estimation. With the registration func-
tion in an affine form, the 3-D eye positions estimated by the
eye tracker using a single camera can be compensated in real
time. To demonstrate the generality and effectiveness of
the proposed method regarding the approximation of the
registration function in an affine form, we perform extensive

experiments by setting up a system as illustrated in Fig. 1(b).
Furthermore, we show that the crosstalk can be reduced
when applying the proposed method to actual autostereo-
scopic display systems.

The remainder of this paper is organized as follows: after
introducing necessary notations in Sec. 2, we explicitly
describe the problem in Sec. 3. In Sec. 4, we first show
that the ground truths of 3-D eye positions can be obtained
by setting up two different systems as in Figs. 1(a) and 1(b).
Then we describe how to approximate the nonlinear registra-
tion function as the form of an affine function for fitting two
sets of 3-D points. Experimental results using real data sets
are presented in Sec. 5 to validate the proposed method.

2 Mathematical Preliminaries and Notations
Before beginning to describe the problem and present our
solution, let us first provide mathematical preliminaries21

and necessary notations. In mathematics, a Lie group is a
finite-dimensional group that is a differentiable manifold
where the product and inverse group operations are smooth.
The group of rigid-body motions in R3 denoted by SEð3Þ is
an example of a matrix Lie group and can be represented by

4 × 4 real matrices of the form
hR p
0 1

i
, where R ∈ SOð3Þ,

p ∈ R3 and 0 denotes a row vector of three zeros. Here,
SOð3Þ denotes the group of 3 × 3 rotation matrices, which
is also an example of a matrix Lie group. Throughout this
paper, R and p denote a 3 × 3 rotation matrix and a 3 × 1
translation (i.e., position) vector, respectively. For instance,
the rotation matrix and translation vector consisting of
Z ∈ SEð3Þ can be, respectively, denoted by RZ ∈ SOð3Þ
and pZ ∈ R3.

The Lie algebra associated with the matrix Lie group M
is defined as the tangent space at the identity element
of M. On SOð3Þ, the associated Lie algebra soð3Þ is
the set of 3 × 3 skew-symmetric matrices of the form

½r� ¼
"

0 −r3 r2
r3 0 −r1
−r2 r1 0

#
, where r ¼ ðr1; r2; r3ÞT ∈ R3.

The fundamental concept related to matrix Lie groups is
the exponential mapping. Given a matrix Lie group M and
its associated Lie algebra m, the exponential mapping is
the map exp ∶m → M defined by the matrix exponential:
exp Ψ ¼ IþΨþ 1

2!
Ψ2þ · · · for any Ψ ∈ m. Here, I

denotes the identity matrix, of which size is clear
from the context. The exponential mapping from soð3Þ
to SOð3Þ is given by the following explicit equation:

(a) (b)

Fig. 1 Two different systems to obtain the ground truths of 3-D eye positions. (a) Reflective markers
around a human eye and (b) mockup face with a checkerboard.
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exp½r� ¼ Iþ a½r� þ b½r�2 ∈ SOð3Þ, where a¼ðsinkrkÞ∕krk
and b ¼ ð1 − cos krkÞ∕krk2.

The inverse of the exponential map, or matrix logarithm
of SOð3Þ can also be expressed by the following equation:
suppose R ∈ SOð3Þ such that trðRÞ ≠ −1, where trð·Þ
denotes the trace of a matrix. Then

EQ-TARGET;temp:intralink-;e001;63;686 log R ¼ θ

2 sin θ
ðR − RTÞ; (1)

where θ satisfies 1þ 2 cos θ ¼ trðθÞ, jθj < π, and
k log Rk ¼ θ. In the event that trðRÞ ¼ −1, the logarithm
½r� ¼ log R has two antipodal solutions �r which can be
determined from the relation R ¼ I þ ð2∕π2Þ½r�2. If log R
is written as log R ¼ ½ω�θ, where ω ∈ R3 and kωk ¼ 1,
then it has the following physical meaning: the unit vector
ω represents the axis of a rotation and θ is the angle of the
rotation.

3 Problem Statement
Let us first assume that a set of 3-D facial features including
eye corner features can be obtained at every time step by
using a certain 3-D face tracking algorithm with a monocular
color camera. As shown in Fig. 2(a), fCg and fEg denote the
co-ordinate frames fixed to the monocular color camera and
the eye, respectively. From 3-D facial features at time step i,
we can easily extract the 3-D eye position ξi ∈ R3, which
represents the vector from the origin of fCg to the origin
of fEg expressed in fCg. When ξi is not accurate enough,
we need to adjust ξi to the correct value as a postprocessing
procedure.

A reasonable approach for correcting ξi may involve find-
ing a certain registration function f∶R3 → R3 that maps the
inaccurate ξi into a more accurate value called the ground
truth. To approximate f, we should first find the unknown
ground truth of the 3-D eye position. Let gi ∈ R3 denote
the unknown ground truth of the 3-D eye position corre-
sponding to ξi.

To obtain gi, one may consider some additional devices
like an optical mocap system or a checkerboard [see
Figs. 2(b) and 2(c)]. However, in these cases, an important
issue related to the unknown co-ordinate transformations
may arise. To be more specific, let us first consider an optical
mocap system consisting of multiple networked optical IR
cameras and reflective markers, which is commonly believed
to provide highly accurate poses of a set of markers relative
to the optical camera system. As shown in Fig. 2(b), several
reflective markers are assumed to be put around the eye.

In this situation, the optical mocap system can provide the

pose of fEg denoted by Bi ¼
hRBi

pBi

0 1

i
∈ SEð3Þ relative

to the co-ordinate frame of the optical mocap system fMg.
Let Y ∈ SEð3Þ denote the unknown rigid body transforma-
tion of the frame fCg relative to the frame fMg and
e4 ¼ ð0;0; 0;1ÞT. The representation of g in homogeneous
co-ordinates can be denoted as g

̮
i ¼ ðgTi ; 1ÞT ∈ R4 by

appending a 1 to g. If Y can be determined by some methods
in advance, we can calculate g

̮
i from

EQ-TARGET;temp:intralink-;e002;326;639g
̮
i ¼ YBie4; (2)

where the vector YBie4 is the translational part of the
pose YBi.

Instead of using additional precise devices like an optical
mocap system in Fig. 2(b), one may consider attaching a
checkerboard on a head as shown in Fig. 2(c). In a
similar fashion to the case in Fig. 2(b), we can obtain g

̮
i

in Fig. 2(c) as

EQ-TARGET;temp:intralink-;e003;326;530g
̮
i ¼ AiXe4: (3)

4 Method
In this section, we first present a method for obtaining
the ground truth gi of 3-D eye position in Fig. 2(a) by deter-
mining the unknown constant pose Y (or X) as shown in
Figs. 2(b) or 2(c). Then, from given pairs of 3-D points
ðξi; giÞ, ði ¼ 1; : : : ; NÞ, where N denotes the number of
pose measurements, we will approximate the registration
function f to the first order by solving a least-square opti-
mization problem.

4.1 Ground Truths of Eye Positions

To determine Y (or X) in [Figs. 2(b) or 2(c)], we set up a
system as depicted in [Figs. 1(a) or 1(b)] by adding addi-
tional apparatuses to the original system. Let us first consider
the system in Fig. 2(b) that uses a precise measurement
device like an optical mocap system to obtain an accurate
eye position. To obtain gi from Eq. (2), we should determine
Y beforehand. The idea of attaching a checkerboard rigidly
to the head as shown in Fig. 1(a) can provide a useful
condition, which can give a clue to determineY by collecting
additional pose measurement Ai. Here, Ai shown in Fig. 1(a)
represents the pose of the checkerboard frame fPg relative to
the camera frame fCg at time step i and it can be easily
obtained by using a standard camera calibration method.22

(a) (b) (c)

Fig. 2 Unknown co-ordinate transformations X, Y ∈ SEð3Þ that are constant. (a) Unknown ground truth
gi , (b) optical mocap system, and (c) checkerboard pattern.
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The pose of the eye co-ordinate frame fEg defined by the
reflective markers in Fig. 1(a) relative to the camera frame
fCg can expressed as AiX or equally YBi. Note that AiX
represents the equivalent rigid body transformation to YBi.

Let us now consider another system as shown in Fig. 2(c),
where there is unknown rigid body transformation X
between the checkerboard frame fPg and the eye co-ordinate
frame fEg. To obtain gi from Eq. (3), X should be identified
in advance. To determine X in Fig. 2(c), we can construct the
system as depicted in Fig. 1(b). In contrast to the system
illustrated in Fig. 1(a), where a person is the subject of
the experiments, the system in Fig. 1(b) employs a mockup
face, of which an eye is replaced by a webcam. As depicted
in Fig. 1(b), two distinct checkerboards are rigidly attached
to a camera on the ground and a mockup face, respectively.
Using a standard camera calibration method, we can obtain
pairs of pose data ðAi;BiÞ, i ¼ 1; : : : ; N.

Given noisy pairs of pose data ðAi;BiÞ, the problem
of determining X and Y in Fig. 1(a) can be formulated as
minimizing the cost function J as

EQ-TARGET;temp:intralink-;e004;63;532JðX;YÞ ¼
XN
i¼1

kAiX − YBik2; (4)

where several choices of matrix norm k • k2 are available.
We define k • k2 as kP−Qk2¼kRP−RQk2FþζkpP−pQk2
where RP, RQ ∈ SOð3Þ and pP, pQ ∈ R3 represent

the rotations and the translations of P ¼
hRP pP

0 1

i
,

Q ¼
hRQ pQ

0 1

i
∈ SEð3Þ, respectively. Here, k • kF

denotes the Frobenius norm and the positive scalar ζ ∈ R
is a weighting factor for the translation. As a mathematical
tool for solving X and Y that minimizes the cost function J
in Eq. (4), we can employ a recent geometric optimization
algorithm for the hand-eye and robot-world calibration,20

which is summarized in Appendix A.
By using pairs of pose data ðAi;BiÞ and the transforma-

tion X (or Y), we can obtain the ground truth gi of 3-D eye
position in Fig. 1 from [Eq. (3) or Eq. (2)].

4.2 Affine Registration for Fitting Two Sets of
3-D Points Data

In the previous section, we have presented how to obtain gi
by constructing the system as shown in Fig. 1 and using the
algorithm given in Appendix A. We now present a method
for approximating a registration function f that maps ξi
into gi. Given pairs of 3-D points ðgi; ξiÞ, ði ¼ 1: : : NÞ,
the registration function f∶R3 → R3 can be written as
gi ≈ fðξiÞ ¼ fðcÞ þ ∇fðcÞðξi − cÞþ · · · , where c ∈ R3 is
unknown. Here, fðξiÞ can be approximated by fðξiÞ ≈
hðξiÞ :¼ fðcÞ þ ∇fðcÞðξi − cÞ. The function h is the first-
order approximation of f at a point c and can be rewritten
as an affine function form

EQ-TARGET;temp:intralink-;e005;63;147hðξiÞ ¼ Sξi þ v; (5)

where S :¼ ∇fðcÞ is the 3 × 3 matrix and v :¼ fðcÞ −
∇fðcÞc is the 3 × 1 column vector.

Given pairs of corresponding data ðgi; ξiÞ, ði ¼ 1; : : : ; NÞ,
we can formulate the optimization problem by constructing
the cost function J0 as

EQ-TARGET;temp:intralink-;e006;326;752minimize J0ðS; vÞ ¼
XN
i¼1

kgi − ðSξi þ vÞk2; (6)

where S and v are the optimization variables. We now use the
first-order necessary conditions to compute the optimal S and
v. From ∂J0ðS;vÞ

∂v ¼ 0, we can obtain

EQ-TARGET;temp:intralink-;e007;326;675v ¼ 1

N

XN
i¼1

ðgi − SξiÞ: (7)

Substituting Eqs. (7) into (6) yields

EQ-TARGET;temp:intralink-;e008;326;614J0ðSÞ ¼
XN
i¼1

kg̃i − Sξ̃ik2; (8)

where ξ̃i :¼ ξi − 1
N

P
N
i¼1 ξi and g̃i :¼ gi − 1

N

P
N
i¼1 gi. From

∂J0ðSÞ
∂S ¼ 0 in Eq. (8), we have

EQ-TARGET;temp:intralink-;e009;326;536S ¼
�XN

i¼1

g̃iξ̃
T
i

��XN
i¼1

ξ̃iξ̃
T
i

�−1

: (9)

Using Eq. (9), we can obtain the optimal S. The optimal v
can now be computed by substituting S into Eq. (7). Thus
far, we have obtained the optimal parameters S and v in
Eq. (5) offline. For real-time applications, we can correct
ξi by using Eq. (5).

5 Experimental Results Using Real Data
Although our method considers a monocular color camera, it
can be used to improve the accuracy of 3-D eye positions
estimated by any type of 3-D face pose trackers using
the red, green, blue and depth (RGB-D) camera system,
of which extrinsic calibration parameters between an RGB
camera and an IR camera are not sufficiently accurate. To
verify this, a set of real data is obtained by using a 3-D
face tracker (Intel Realsense SDK) with the RGB-D camera,
of which extrinsic calibration parameters are just used in a
factory-calibrated setting. Since the factory-calibrated extrin-
sic parameters of the RGB-D camera are usually inaccurate,
obviously the accuracy of 3-D eye positions estimated by 3-
D face tracker using this camera system without customiza-
tion will be inaccurate. The other set of real data will be
collected by commercial face tracking software called
FaceAPI™ using a monocular color camera.

In our experiments, we first set up the system as shown in
Fig. 1(b). Awebcam (Logitech C600) is installed on the right
eye of a mockup face and a 7 × 9 checkerboard is rigidly
attached to this mockup, of which each checker square is
of dimensions 40 mm × 40 mm. A 7 × 9 checkerboard pat-
tern image is displayed on the screen of the display device
(Baytech Yamakasi QH2711 Black Label DP; maximum
display pixel resolution is 2560 × 1440). The size of each
checker on the screen is 36 × 36 mm2.

5.1 First Experiment: 3-D Face Tracker Using
a Factory-Calibrated RGB-D Camera

As the first experiment, we mount the RGB-D camera (Intel
RealSense™ F200) onto the display device. In this experi-
ment, the extrinsic calibration parameters of the RGB-D
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camera are just used in a factory-calibrated setting. The
Intel RealSense™ SDK can provide 3-D positions of facial
feature points in metric units with respect to its IR camera.
By averaging the positions of four symmetric corner feature
points around the right eye, we can obtain the estimate ξi
ði ¼ 1; : : : ; 50Þ of 3-D eye positions from the eye tracker
that is provided by the Intel RealSense™ SDK.

While keeping a mockup face stationary, we can obtain
the images of the checkerboard on the display screen by
using the webcam on the right eye of the mockup face.
At the same time, the RGB-D camera on the display device
captures the image of the checkerboard attached to the
mockup face (see Fig. 3). We repeat this procedure 50
times with different poses of the mockup face. Using a stan-
dard camera calibration method,22 we can obtain pairs of
pose data ðAi;BiÞ as well as ξi, ði ¼ 1; : : : ; 50Þ. Figure 4
shows the trajectory of (ðAi;BiÞ); ði ¼ 1; : : : ; 50Þ).

Given the pose data Ai ¼
hRAi

pAi

0 1

i
, Bi ¼

hRBi
pBi

0 1

i
,

ði ¼ 1; : : : ; 50Þ, we can determine unknown constant

poses X ¼
hRX pX

0 1

i
and Y ¼

hRY pY
0 1

i
by using the

hand-eye and robot-world calibration algorithm,20 which
is briefly explained in Appendix A. Since the weighting fac-
tor ζ in Eq. (4) is a designer’s tuning parameter, we can set
ζ ¼ 1. In our experiments, the checkerboard frame fQg in
Fig. 1(b) can be considered as the screen co-ordinate
frame (see Fig. 3). In this respect, we remark that Y repre-
sents a rigid body transformation of the display screen
co-ordinate frame fQg relative to the camera co-ordinate
frame fCg.

Let us denote the rotation error sðiÞrot and the translation

error sðiÞtran ði ¼ 1; : : : ; 50Þ of the hand-eye and robot-world
calibration at time step i as

EQ-TARGET;temp:intralink-;e010;326;387sðiÞrot :¼ k log½RAi
RXðRYRBi

Þ−1�k; (10)

EQ-TARGET;temp:intralink-;e011;326;353sðiÞtran :¼ kRAi
pX þ pAi

− RYpBi
− pYk: (11)

The explicit equation about the matrix logarithm logð·Þ on

SOð3Þ for computing sðiÞrot in Eq. (10) is given by Eq. (1).

Time step: 1 Time step: 8 Time step: 15

(a)

(b)

Time step: 21 Time step: 39 Time step: 45

Time step: 1 Time step: 8 Time step: 15 Time step: 21 Time step: 39 Time step: 45

Fig. 3 Synchronized images captured by the webcam and RGB-D camera at time step i ¼ 1; 8; 15;
21; 39, and 45. Images captured by the (a) infrared camera of the RGB-D camera on the display screen,
which correspond to Ai and (b) the webcam on the mockup face, which correspond to Bi .
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Fig. 4 Trajectories of pose data for hand-eye and robot-world calibration.
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Figure 5 shows the errors, sðiÞrot and sðiÞtran, ði ¼ 1; : : : ; 50Þ rep-
resenting the errors of the estimated rigid body transforma-
tions ðX;YÞ in terms of the rotational and translational

parts. Let us define the averages of errors sðiÞrot and sðiÞtran,
ði ¼ 1; : : : ; 50Þ as follows: s̄rot :¼ ð1∕50ÞP50

i¼1 s
ðiÞ
rot and

s̄tran :¼ ð1∕50ÞP50
i¼1 s

ðiÞ
tran. From Fig. 5, we can find that

s̄rot ¼ 1.11 deg and s̄tran ¼ 1.85 mm.
Although two unknown poses X and Y have been

determined, only one pose X (or Y) is enough to compute
gi [see Eqs. (3) or (2)]. In our experiments, Eq. (3) is
used for computing gi. We now construct pairs of 3-D
points ðgi; ξiÞ, ði ¼ 1; : : : ; 50Þ, from which the optimal
parameters, S and v can be calculated by using Eqs. (7)
and (9). Let us define ui ¼ ðui;x; ui;y; ui;yÞT ∈ R3 and wi ¼
ðwi;x; wi;y; wi;yÞT ∈ R3 as

EQ-TARGET;temp:intralink-;e012;63;360ui :¼ ξi − gi; (12)

EQ-TARGET;temp:intralink-;e013;63;330wi :¼ hðξiÞ − gi ¼ Sξi þ v − gi; (13)

where ui and wi are the error vectors of ξi and hðξiÞ, respec-
tively. Note that ui and wi, respectively, represent the errors
of eye positions before and after compensation.

Figure 6 shows the experimental results of component-
wise errors in the directions of the x, y, and z axes. In
Fig. 7, the componentwise errors of ξi and hðξiÞ are given
with respect to gi;z ∈ R that is the third component of
gi ¼ ðgi;x; gi;y; gi;zÞT. From Fig. 7(c), one can notice that
the error in z-axis, ui;z increases rapidly as gi;z becomes
large. As shown in Figs. 6 and 7, we can obtain much smaller
errors after applying the registration function h. Table 1 sum-
marizes the results of this experiment.

5.2 Second Experiment: 3-D Face Tracker Using
a Monocular Color Camera

To validate the effectiveness of our method, of which the
main task is to determine two parameters S and v in Eq. (5),
we conduct another experiment using a commercial 3-D face
tracking software, FaceAPI™ with a monocular webcam
(Logitech C905). In scientific literature, the FaceAPI™ is
often used for obtaining reliable head poses.9,23,24

By following the same procedure as the first experiment,
we can collect data fðAi;Bi; ξiÞji ¼ 1; : : : ; 87g and then
determine ðX;YÞ by using a hand-eye and robot-world cal-
ibration method. From Eqs. (12) and (13), we can compute
the errors, ui and wi as shown in Figs. 8 and 9. We could
find that the errors of 3-D eye position estimates in the
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Fig. 6 Eye position errors when using a 3-D face tracker with a factory-calibrated RGB-D camera. Errors
at (a)–(c) x-, y-, and z-axes.
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Fig. 5 The errors of the hand-eye and robot-world calibration. Errors (a) SðiÞ
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direction of z-axis are larger than those in the directions of
the x- and y-axes from Figs. 8(c), 9(c), and 9(f). Table 2
demonstrates that our method can considerably improve the
accuracy of the 3-D eye position tracker with a monocular
color camera.

5.3 Third Experiment: Applying the Proposed Method
to Autostereoscopic Display Systems

We perform real experiments by applying the proposed
method for improving eye position trackers to the recently
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Fig. 8 Eye position errors when using a 3-D face tracker, FaceAPI™ with monocular color camera.
Errors at (a)–(c) x-, y-, and z-axes.
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Fig. 7 Eye position errors with respect to gi;z when using a 3-D face tracker with a factory-calibrated
RGB-D camera. Errors of (a)–(c) ui ;x , ui ;y , u i ;z and (d)–(e) wi ;x , wi ;y , wi ;z .

Table 1 When using a 3-D face tracker with a factory-calibrated
RGB-D camera: componentwise error (mm), ði ¼ 1; : : : ;50Þ.

Before compensation After compensation

ui :¼ ξi − gi wi :¼ hðξi Þ − gi

ui ;x ui;y ui;z w i;x w i;y w i;z

Average −10.2 −8.4 −135.7 −0.3 0.9 2.2

Standard deviation 20.3 9.2 28.8 3.6 3.2 8.4
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developed autostereoscopic display system.6 As explained in
the paper,6 the crosstalk can be dramatically reduced by com-
bining the algorithm of view image defragmentation and
an accurate eye position tracker.

In this experiment, we use the same 3-D display hardware
system as described in the paper6 and the FaceAPI™, for
which the accuracy is already analyzed in Table 2. For read-
ers’ conveniences, we specify the parameters of the designed
autostereoscopic 3-D display in Table 3. Figure 10 shows
two different photographs taken by the camera on the
mockup face as shown in Fig. 1(b) at the optimal viewing
distance (OVD), i.e., 1 m between the display panel and the
viewer. More specifically, Figs. 10(a) and 10(b) represent
the example images before and after compensating the
eye tracker of FaceAPI™ by using the proposed method,

respectively. When compared with Fig. 10(a), one can find
that Fig. 10(b) shows the enhanced visual quality, which
results from the reduced crosstalk. This experiment demon-
strates that the proposed method can work as a useful tool for
reducing the crosstalk in autostereoscopic 3-D rendering.
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Fig. 9 Eye position errors with respect to the ground truth z values using a 3-D face tracker, FaceAPI™
with monocular color camera. Errors of (a)–(c) ui ;x , ui ;y , ui ;z and (d)–(e) wi ;x , wi ;y , wi ;z .

Table 2 When using a 3-D face tracker, FaceAPI™ with monocular
color camera: componentwise error (mm), ði ¼ 1; : : : ; 87Þ.

Before compensation After compensation

ui :¼ ξi − gi wi :¼ hðξi Þ − gi

ui ;x ui;y ui;z w i;x w i;y w i;z

Average −4.2 −3.9 83.2 0.1 −0.1 −0.2

Standard deviation 10.1 7.3 26.0 4.1 1.4 8.2

Table 3 Parameters of the 3-D display system (PB, parallax barrier;
DP, display panel).

Design parameters Values

Display size (diagonal) 30 in.

Subpixel size 83.5 μm × 250.5 μm

Total number of view images 12

Number of view images for defragmentation 3

Unit view resolution 640 × 533

Slanted angle of PB slit from vertical line arctan (1∕3)

OVD 1000 mm

Interval between neighboring views at OVD 16.25 mm

Gap between DP and PB 5.1385 mm

PB slit period 0.99688 mm

PB slit aperture width 74.766 μm
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6 Conclusion
In this paper, we have presented a postprocessing method for
improving the accuracy of 3-D eye position trackers with a
monocular color camera by applying a registration function
to the position estimates of eye trackers. The ground truths
of 3-D eye positions have been obtained by constructing two
types of systems consisting of an optical mocap system and
checkerboards and then exploiting a hand-eye and robot-
world calibration method. Experiments with real data dem-
onstrate that our proposed method can considerably improve
the accuracy of eye position trackers.

Appendix A: Algorithm for the Hand-Eye and
Robot-World Calibration
This appendix summarizes a recent geometric optimization
algorithm20 for minimizing Eq. (4). A stochastic version of
the algorithm that attempts to find the global minimizer is
also presented in the paper.20

A.1 Determining an Initial Guess
First, let us denote ðRX;RYÞ ∈ SOð3Þ × SOð3Þ as the rota-
tional parts of unknown ðX;YÞ satisfying Eq. (4) when
N pairs of pose data ðAi;BiÞ, ði ¼ 1; : : : ; NÞ are given.
To obtain the initial guess ðRX0;RY0Þ ∈ SOð3Þ × SOð3Þ of
unknown ðRX;RYÞ, it is sufficient to consider only the
rotational parts ðRAi

;RBi
Þ ∈ SOð3Þ × SOð3Þ of the pose

data ðAi;BiÞ.
By selecting any k ∈ ½1; N� at random, we can construct

ðN − 1Þ pairs of equations as follows: RAk
RX ¼ RYRBk

and
RAi

RX ¼ RYRBi
(i ¼ 1; : : : ; N and i ≠ k). By eliminating

RY from the above equations, we can obtain ðN − 1Þ equa-
tions: RT

Ak
RAi

RX ¼ RXRT
Bk
RBi

. These equations can be
rewritten as RXβ1i ¼ α1i, where ½α1i� :¼ logðRT

Ak
RAi

Þ and
½β1i� :¼ logðRT

B1
RBi

Þ. Recall that ½r� ∈ soð3Þ denotes the
3 × 3 skew-symmetric matrix representation of the form

½r� ¼
"

0 −r3 r2
r3 0 −r1
−r2 r1 0

#
for any r ¼ ðr1; r2; r3ÞT ∈ R3,

which is explained in Sec. 3. Using the main result in the
paper,21 we can obtain RX0 as

EQ-TARGET;temp:intralink-;e014;326;752RX0 ¼ ðUTUÞ−1∕2UT; (14)

where U ¼ P
N−1
i¼1 β1iα

T
1i. Let us define β̃1i and α̃1i as ½α̃1i� :¼

logðRAk
RT

Ai
Þ and ½β̃1i� :¼ logðRBk

RT
Bi
Þ. In a similar way,

we can obtain

EQ-TARGET;temp:intralink-;e015;326;692RY0 ¼ ðVTVÞ−1∕2VT; (15)

where V ¼ P
N−1
i¼1 β̃1iα̃

T
1i.

A.2 Line Search
The objective function can be defined as JðRX;RYÞ¼
1
2

P
18
i¼1 λi½trðPiRXÞþ trðQiRYÞ�2þ trðP0RXÞþ trðQ0RYÞþc,

where Pi, Qi ∈ R3×3, trð·Þ denotes the trace of matrix and λi,
c ∈ R are given by the eigenvalue analysis of the original
function [Eq. (4)] (see Appendix B of Ref. 20). We can
expand ðRX;RYÞ about ðRXk

;RYk
Þ via the matrix exponen-

tial as
EQ-TARGET;temp:intralink-;secA2;326;538

RX ¼ RXk

�
Iþ ½ωRX

� þ 1

2
½ωRX

�2 þ : : :

�
;

RY ¼ RYk

�
Iþ ½ωRY

� þ 1

2
½ωRY

�2 þ : : :

�
:

The gradient and Hessian in analytic forms can be
obtained by differentiating JðRX;RYÞ with respect to ωRX

and ωRY
. The search direction for the geometric version of

the steepest descent method is given by

EQ-TARGET;temp:intralink-;e016;326;420

�
ωRX

ωRY

�
¼ −∇J; (16)

while for Newton’s method

EQ-TARGET;temp:intralink-;e017;326;364

�
ωRX

ωRY

�
¼ −½∇2J�−1∇J: (17)

The detailed derivations of the above Eqs. (16) and (17) are
given in Appendix C of Ref. 20.

A.3 Stepsize Estimate
From the result in Appendix D of the paper,20 the analytic
equation for a strictly descending stepsize estimate t� is
given by

EQ-TARGET;temp:intralink-;e018;326;240t� ¼ −
ϕ 0ð0Þ
c

; (18)

where ϕ 0ð0Þ ¼ P
18
i¼1 λitrðPiRXk

þQiRYk
ÞtrðPiRXk

½ωRX
� þ

QiRYk
½ωRY

�Þ þ trðP0RXk
½ωRX

� þQ0RYk
½ωRY

�Þ and c¼jλjmax

ðk½ωRX
�k2þk½ωRY

�k2Þþ ffiffiffi
6

p jλjmax

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k½ωRX

�2k2þk½ωRY
�2k2

q
þffiffiffi

3
p ðkP0RXk

½ωRX
�2kþkQ0Yk½ωRY

�2kÞ. Using ðωRX
;ωRY

Þ in
[Eqs. (16) or (17)] and t� in Eq. (18), ðRX;RYÞ can be
updated as

EQ-TARGET;temp:intralink-;e019;326;119RXkþ1
¼ RXk

e½ωRX
�t� ; (19)

EQ-TARGET;temp:intralink-;e020;326;86RYkþ1
¼ RYk

e½ωRY
�t� : (20)

(a) (b)

Fig. 10 Comparison of visual quality (a) before and (b) after compen-
sating the eye position tracker by using the proposed method.
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If a certain local convergence criterion is satisfied, then
ðRXkþ1

;RYkþ1
Þ is the optimal solution, which we want to

find. Otherwise, we update the time step as k←kþ 1 and
go back to the stage of the search direction. Table 4 summa-
rizes the geometric optimization algorithm using a local
search algorithm.
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Table 4 Algorithm for hand-eye and robot-world calibration.

1 Initialization

Set ðRX 0
;RY 0

Þ using Eqs. (14) and (15).

Set k ¼ 0.

2 Set search direction

Find ωRX
and ωRY

using Eqs. (16) or (17)

3 Update

Compute stepsize t � using Eq. (18).

Find ðRXkþ1
; RYkþ1

Þ using Eqs. (19) and (20).

4. Check local convergence

If local convergence criterion is satisfied

break and return ðRXkþ1
; RYkþ1

Þ

Else

k←k þ 1

go to Step 2
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